to capture the ARCH effects). The usual GARCH retsbns for non-negativity and
stationarity were impose(; is the time-varying correlation matrix:

C, =diag{Q,} 'Q diag{Q,} 4)
P Q P Q

Q :Ll_zap_Zﬁqu+zap(st—pstT—p)+z'8th—q ()
p=1 q=1 p=1 q=1

p =i =12, i # (6)
TSN

where s are standardized residual§ is the unconditional correlation matrix in
dynamic correlation structui®; andp;;: are the estimated dynamic conditional correlations.
The DCC parameters, andf, are estimated via maximum likelihood, for further details see
Engle and Sheppard [25] and Engle [26].

The estimation of DCC within a single large system is kndarproduce biased
correlations. It is possible to employ the MacGyver methodojlmgposed by Engle [31],
whereap andp, are estimated as the medians of the corresponding coefficientseolofiam
bivariate DCC MV-GARCH models for all of the series. Neverthelegsdfmamics of the
estimated correlations will be very similar because for all pairsosks, thea, andfq will
eventually be the same. We have therefore decided to undertake tieeammllysis using
individual bivariate DCC. Newer approaches by Hafner and ReznikoJaafR Aielli and
Caporin [33] could also be considered.

After calculating all of the bivariate DCCs, correlation matri€g&“ of sizeN x N
are formed. These are then transformed into distance mdift€s as in Mategna [1], which
are used to construct the MST

Rolling correlations were calculated using correlation coefficiants

__ deoskis) .
LR

t=1 t=1

These coefficients form a correlation matéh{ of sizeN x N. The returns vector is
then drifted bydr = 1 day forward, and a ne®.:"° is calculated in the same way. The
correlation matrices are then transformed into distance matbi¢&s Finally, MSTs are
calculated using Prim's algorithm [34] (see also Kruskal [3&paBimitrou and Steigliz [36]).

Table 1 summarizes the number of constituents for each sample. IWeetained
stocks where the daily closing prices were available for the entire pEudtier on, we were
unable to fit a suitable mean or variance equation model to some Hezgs series were also
removed from the final samples.

Table 1 The number of observations and stocks in the window analy»e02.2010 —
11.11.2011, withl = 449,N = 79 constituents. Sample designations are in brackets.

Windows and samples DCC Rar,=1
W= 1000 [ = 1449
14.02.200(2 _ 11.11).2011 [DCC-1000] |  [RC-1000]
W =500 [ = 949)
11.02.2008 — 11.11.201

| [DCC-500] | [RC-500]




